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Abstract

Objectives: To assess the appropriateness and readability of large 
language model (LLM) chatbots’ answers to frequently asked questions 
about refractive surgery.

Materials and Methods: Four commonly used LLM chatbots were 
asked 40 questions frequently asked by patients about refractive surgery. 
The appropriateness of the answers was evaluated by 2 experienced 
refractive surgeons. Readability was evaluated with 5 different indexes.

Results: Based on the responses generated by the LLM chatbots, 45% 
(n=18) of the answers given by ChatGPT 3.5 were correct, while this 
rate was 52.5% (n=21) for ChatGPT 4.0, 87.5% (n=35) for Gemini, and 
60% (n=24) for Copilot. In terms of readability, it was observed that all 
LLM chatbots were very difficult to read and required a university degree.

Conclusion: These LLM chatbots, which are finding a place in our daily 
lives, can occasionally provide inappropriate answers. Although all were 
difficult to read, Gemini was the most successful LLM chatbot in terms 
of generating appropriate answers and was relatively better in terms of 
readability.

Keywords: Artificial intelligence, chatbots, refractive surgery FAQs, 
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Introduction
The rapid integration of artificial intelligence (AI) into 

healthcare has transformed patient engagement and information 
dissemination. As AI models increasingly become a primary 
source of medical information, it is essential to evaluate the 
feasibility and accuracy of their responses to medical queries.1,2 
The rise of conversational robots, driven by advancements in 
natural language processing, marks a promising new era in the 
healthcare industry. These robots show remarkable potential in 
various medical fields, including disease prevention, diagnosis, 
treatment, monitoring, and patient support.3 

Large language model (LLM) chatbots, such as OpenAI’s 
ChatGPT, Google’s Gemini, and Microsoft’s Copilot, represent 
a significant leap forward in AI technology. These models 
are designed to generate human-like responses to a variety 
of text-based queries, leveraging extensive training data and 
sophisticated algorithms.4 The evolution of LLM chatbots, 
characterized by self-supervised learning and training on vast 
textual data, has enabled them to produce responses that closely 
mimic human interactions. Their ability to provide detailed 
and relevant information makes them particularly valuable for 
medical applications.5,6 

In the field of ophthalmology, especially in refractive surgery, 
patients often turn to the internet to obtain information 
about their conditions and treatment options. The quality 
and readability of this information are crucial, as they directly 
impact patient comprehension and decision-making. Despite the 
potential benefits of LLM chatbots in providing medical advice, 
their effectiveness in delivering accurate and understandable 
information still requires a thorough assessment.

This study aimed to explore the strengths and limitations 
of different LLM chatbots in providing reliable and accessible 
information about refractive surgery. By evaluating the relevance 
and readability of their responses, this research seeks to enhance 
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AI-driven patient education, thereby ensuring that patients 
receive accurate and comprehensible information to make 
informed decisions about their eye health.

Materials and Methods
Approval from the ethics committee was not required since 

no patients were involved in our study.
This study was designed to investigate the appropriateness 

and readability of the information provided by LLM chatbots. 
Four newly developed and frequently used LLM chatbots were 
selected: ChatGPT 3.5, ChatGPT 4.0, Google Gemini, and 
Microsoft Copilot. Refractive surgeons were encouraged to 
compile a list of 40 questions about refractive surgery that patients 
frequently ask either through the patient portal or in the clinic. 
These questions were then answered by the LLM chatbots on 
July 3, 2024. The answers were evaluated for appropriateness and 
adequacy by two experienced refractive surgeons (Y.Y., B.K.Y.). 
The answers were categorized as “appropriate”, “incomplete”, 
and “inappropriate”. An appropriate response was defined as a 
correct answer that was similar to the recommendations that 
the reviewer would give patients. An inappropriate response was 
either inaccurate or differed from the reviewer’s recommendation 
in a clinical setting. An incomplete response was relevant and 
accurate but did not provide enough information.

To assess the ease of reading each answer for the average 
person, we entered the answers into an online readability 
application called Readable (https://app.readable.com/text/).7 The 
readability and understandability criteria and standardization 
we used in the study were based on English. In our study, 
we formulated the questions in English and received answers 
in English. Five different indices were used to evaluate the 
readability of each response: the Gunning Fog Index, Coleman-
Liau Index, Flesch Reading Ease Score, Flesch-Kincaid Grade 
Level, and Simple Measure of Gobbledygook (SMOG) Index.8 
The mathematical formulae used in Flesch reading tests are 
based on word complexity and sentence length. The Flesch 
Reading Ease score is a numerical value between 1 and 100. 
Higher numbers indicate more readability, and a score between 
70 and 80 corresponds to an 8th-grade level.7 The Gunning 
Fog Index evaluates the frequency of polysyllabic words along 
with the average sentence length.9 This index score, which 
ranges from 0 to 20, rates simplicity and clarity.7 The Coleman-
Liau Index helps assess medical data and is typically used in 
conjunction with other indices.1 It focuses on the mean length of 
sentences and the mean number of letters per hundred words.9 
The SMOG Index uses the frequency of polysyllabic words in 
a sample of sentences.9 Although widely used, SMOG is most 

frequently applied in healthcare.10 The results of the latter 
three indices correspond to the grade level at which a student 
must be studying in the United States in order to comprehend 
the written material. Thus, texts with lower Gunning Fog, 
Coleman-Liau, and SMOG index values should be easier to read 
and understand.11

Statistical Analysis
Statistical analysis was performed using the SPSS program 

(IBM SPSS Statistics, version 25; IBM Corp., Armonk, NY, 
USA). Descriptive analysis and normality distribution test 
(Shapiro-Wilk) were performed. Considering the abnormal 
distribution of the data, a non-parametric Kruskal-Wallis test 
and Bonferroni correction were performed to compare mean 
scores across the four LLM chatbots. An adjusted p value less 
than 0.05 was considered statistically significant.

Results

Appropriateness
Based on the responses generated by the LLM chatbots, 45% 

(n=18) of the answers given by ChatGPT 3.5 were correct, while 
52.5% (n=21) of ChatGPT 4.0, 87.5% (n=35) of Gemini, and 
60% (n=24) of Copilot answers were correct. ChatGPT 3.5, 
ChatGPT 4.0, and Copilot gave inappropriate answers to one 
question each, while Gemini did not give inappropriate answers 
to any question (Figure 1).

The LLM chatbots showed a statistically significant difference 
when compared in terms of appropriateness (p=0.001). When 
subgroup analysis was performed, this difference was observed 
between Gemini and ChatGPT 3.5 and 4.0 (p=0.001, p=0.008 
respectively) (Table 1).

Table 1. Overview of the appropriateness and length of large language model chatbots’ responses to questions about refractive 
surgery

ChatGPT 3.5 ChatGPT 4.0 Gemini Copilot p value

Appropriateness 2.42±0.54 2.50±0.55 2.87±0.33 2.57±0.54 0.001

Word count 21.15±4.40 21.67±6.24 318.62±73.98 103.90±46.44 <0.001

Character count 115.00±24.33 118.65±32.97 1767.02±450.00 587.15±260.76 <0.001

Figure 1. Consensus-based accuracy ratings of large language model chatbot 
responses to questions about refractive surgery, as determined by two experienced 
refractive surgeons
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Readability
Readability indices are summarized in Table 2. A significant 

difference among the LLM chatbots was observed when compared 
according to Flesch-Kincaid Grade Level (p=0.003). Pairwise 
evaluations revealed this difference to be between ChatGPT 
3.5 and Gemini and between ChatGPT 3.5 and Copilot, with 
ChatGPT 3.5 having significantly higher values (p=0.017 and 
p=0.008, respectively; Figure 2a). No significant difference was 
observed between the other chatbots. There were no significant 
differences among the chatbots in terms of Flesch Reading Ease 

scores (p=0.534; Figure 2b) or Coleman-Liau score (p=0.867; 
Figure 2c). When the SMOG index was compared, a significant 
difference was observed between the chatbots (p=0.012). This 
was found to be a result of a significantly lower SMOG 
value for Copilot compared to ChatGPT 3.5 (Figure 2d). A 
significant difference was again observed between the groups 
when Gunning Fog scores were evaluated (p=0.001). Pairwise 
comparisons showed that Copilot had a significantly lower score 
than both ChatGPT 3.5 and ChatGPT 4.0 (p=0.003 and 0.021, 
respectively) (Figure 2e). 

Table 2. Readability indices for large language model chatbots’ responses to frequently asked questions about refractive surgery

ChatGPT 3.5 ChatGPT 4.0 Gemini Copilot p value

Coleman-Liau 14.86±3.90 14.99±5.11 14.60±1.58 14.88±2.51 0.867

Flesch Reading Ease score 30.97±22.49 31.79±26.72 37. 39±7.98 32.76±12.88 0.534

Flesch-Kincaid Grade Level 13.95±3.38 13.49±3.92 11.76±1.35 11.71±1.89 0.003

SMOG Index 15.03±2.80 14.50±3.07 13.93±1.35 13.34±1.28 0.012

Gunning Fog 16.30±3.96 15.74±4.73 14.09±1.65 13.48±2.08 0.001

SMOG: Simple Measure of Gobbledygook

Figure 2. The scores of large language model chatbots in terms of readability shown on a boxplot. a) Flesch-Kincaid Grade Level, b) Flesch Reading Ease score, c) Coleman-
Liau Index, d) Simple Measure of Gobbledygook (SMOG) Index, e) Gunning Fog Index
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A comparison of word and character counts showed that 
Gemini had significantly higher values than the other LLM 
chatbots (p<0.001 for both). Word and character counts were 
significantly higher for Gemini compared to Copilot (p=0.001 
for both) and both ChatGPT 3.5 and 4.0 (p<0.001 for all). The 
ChatGPT versions had comparable word and character counts 
(Table 1).

Discussion

The use of AI is becoming increasingly widespread 
worldwide. With its increasing use, many new AI models are 
being developed. These include language models trained to 
use learned data to browse the internet and produce immediate 
responses in chatbot conversations.12 This article presents an 
in-depth analysis of how this variation affects LLM chatbot 
performance and response quality, highlighting that differences 
between the responses of different LLM chatbots are mainly due 
to differences in the algorithms used. 

Today, many people use LLM chatbots for various purposes. 
One of them is to get answers to their questions in the field of 
health. However, using AI to get health-related information 
can cause several problems. These include obtaining outdated 
or inaccurate information and misunderstanding correct 
information that is presented in a complex way. Therefore, it 
is very important that this information is both accurate and 
understandable by everyone.

In our study, when the appropriateness of the chatbots’ 
responses was evaluated, it was observed that Gemini answered 
the questions correctly at a significantly higher rate than the 
other LLM chatbots. In contrast to our findings, Tepe and 
Emekli13 reported in a study comparing ChatGPT 4.0, Gemini, 
and Copilot that ChatGPT 4.0 gave the most appropriate 
answers to questions about breast imaging. In another study, 
Lee et al.14 compared Gemini and ChatGPT 3.5 as sources for 
hypertension education and determined that they provided 
similar results. 

In our study, five different recognized readability indices 
were used to provide comprehensive results. According to these 
indices, the responses generated by the LLM chatbots had low 
readability scores. Flesch Reading Ease scores ranged from 30 to 
50, with Gemini having the highest score (i.e., the most readable 
answers). This suggests that the texts could be understood by 
university students and the level of difficulty was suitable for 
only 33% of adults.15 In terms of Flesch-Kincaid Grade Level, 
ChatGPT responses were found to be suitable for people in 
grade 14 and above, while Gemini and Copilot were appropriate 
for those in grade 12 and above, suggesting that Gemini and 
Copilot had slightly better readability.16 The Gunning Fog Index 
also indicated a university level for all of the LLM chatbots. 
However, it was observed that ChatGPT responses were at 
the level of senior undergraduate students, while Gemini and 
Copilot were at the freshman level. The Coleman-Liau Index was 
similar for all LLM chatbots, indicating an undergraduate level 

that was difficult to read.17 Similarly, SMOG Index values for all 
LLM chatbots showed their responses were at the undergraduate 
level and difficult to read for the general majority.10

In a study conducted with ChatGPT 4.0, the results of 
readability analyses were similar to those in our study, indicating 
an undergraduate or graduate level that was fairly difficult to 
read.18 In the study conducted by Tepe and Emekli13, comparison 
of ChatGPT 4.0, Gemini, and Copilot in terms of readability 
revealed that ChatGPT 4.0 was the most difficult and Gemini 
was relatively easier, but all had low readability.

When the number of words and characters were evaluated, 
it was observed that both ChatGPT versions used a significantly 
lower number of words and characters than the other LLM 
chatbots. Gemini used the highest number of words and 
characters. Despite being significantly longer, Gemini responses 
showed better readability and accuracy.

Although similar methodology has been used in other 
studies on LLM chatbots in the literature, a more holistic 
evaluation may be possible if a patient cohort is used. This idea 
may guide future research.

As the results show, LLM chatbots may provide incomplete 
or occasionally incorrect information. In addition, even if the 
information they provide is correct, there is also the possibility 
of misleading patients due to its relatively low readability. This 
poses a potential risk for patients. To reduce these possibilities, 
new LLM chatbots developed in collaboration with healthcare 
professionals specifically for health-related information may be 
beneficial in improving accuracy and accessibility.

Study Limitations
This study has several limitations. First, the search was 

limited to 40 questions, which may limit the generalizability 
of the findings. In addition, the formulation of inputs when 
interacting with LLM chatbots can significantly affect the 
quality and nature of the responses produced. The repeatability 
of LLM chatbots is also questionable. In this study, each question 
was sent to the LLM chatbots only once. Furthermore, when 
assessing the readability of the answers, the absence of real 
patients as evaluators is another limitation of the study.

Conclusion

In conclusion, we observed that Gemini was better than 
other LLM chatbots in giving appropriate answers to questions 
about refractive surgery. In terms of readability, we found that all 
chatbot responses were difficult to read, but Gemini and Copilot 
were relatively more readable. As a result, when the responses 
of the LLM chatbots were compared, it was seen that Gemini 
was the best in terms of both relevance and readability, while 
ChatGPT 3.5 was the worst. It is worth reminding our patients 
that these LLM chatbots can give inappropriate answers, albeit 
rarely.
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